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Lexical  and domain knowledge in NLP

• Lexical relations: 
– WordNet and wordnets for different languages
– ImageNet was constructed over WordNet

• Domain knowledge
• Medical ontologies and thesauri (UMLS, MESH,

Gene Ontology) are very influentional
in medical NLP and bioNLP

• Necessity of large resources
– Taxonomy is a back-bone of most

knowledge representation models
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Taxonomy relations
• Important for: 

– lexical inference, question-answering, query expansion
• Can have different names in specific resources

– Hyponym-hypernym relations in lexical-semantic 
resources

– Class-subclass relations  in ontological resources, etc.
• Problem: any resources are never complete

• Why not just use word embeddings? 
– Modern word embeddings can capture word relatedness
– But they mix all types of semantic relations together
– No guaranties of any real explainable relation 4



Russian examples: most similar words 
according to news collection

• моторшоу : автошоу 0.861 ; автовыставка 0.821 ; 
автомобильный_салон 0.778 ; автосалон 0.704…

• месседж : посыл 0.837 ; тезис 0.623 ; ремарка 0.540 ; 
постулат 0.538 ; клише 0.536…

• сдавление : сдавливание 0.805 ; спинной 0.682 ; 
омертвение 0.626 ; опущение 0.626..

• поэтичность : проникновенность 0.795 ; образность 
0.738 ; живость 0.7353 ..

• сифон : взбивание 0.616 ; баллон 0.608 ; 
микроволновка 0.604 ; дозатор 0.602..

• братание : братоубийство 0.571 ; монархизм 0.558 ; 
коллаборационизм 0.557 ;
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English examples: most similar words
according to JoBimText count-based model

6http://ltmaggie.informatik.uni-hamburg.de/jobimviz/?



Distribution across the relation types: 
contextualized neural models
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Methods for hypernym detection

• Lexical-semantic methods (Hearst’s patterns)
– X is a Y
– Various modifications: syntactic-based, with SVD, etc.

• Distributional methods (embedding-based methods)
– Unsupervised methods based on operations over 

embeddings
• Supervised methods

– Machine learning methods such as SVM or neural 
networks

– Projection-learning – learning linear transformations over 
clustered word embeddings

• Combined methods
9



Hypernym detection: 
datasets and evaluations

• Classification task
– Datasets with comparable numbers of positive and

negative examples for all types of relations
– Measures: F-measure and Accuracy
– But in reality the number of positive examples for any

relation is much smaller
• SemEval-2016 Task 14 (taxonomy enrichment) 

– Systems should attach new word to WordNet having 
sense definition

• Ordering task: candidates should be ordered
– SemEval-2018 Task 9 (hypernymy discovery),  
– Restricted corpus; Ordering measures: MAP, MRR 10



RUSSE’2020 evaluation
• Published RuWordNet – 110 thousand Russian

words and expressions
• New version of RuWordNet – 130 thousand

Russian words and expressions is prepared but 
not published

• An associate text corpus
• Evaluation task

– For new words (noun and verbs) to predict the nearest
synsets from the published version

– Correct answers should indicate
• Direct hypernyms if a new word  created a new 

synset
• Hypernyms of direct  hypernyms
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Preparing dataset  for evaluation

• We extracted words (nouns and verbs), which are present in 
the extended RuWordNet, but absent in the published 
RuWordNet. From the list, the following words were 
excluded:
– all three-symbol words and the majority of four-symbol 

words;
– diminutive word forms and feminine gender-specific job 

titles;
– words which are derived from words which are included in 

the published RuWordNet;
– words denoting inhabitants of cities and countries;
– geographic and personal names;
– compound words that contain their hypernym as a 

substring. 12



Datasets

• The extracted words were subdivided into public and 
private tests.

• Besides, training set from RuWordNet lower level 
synsets  was generated
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Examples of words to add (orphans)
• абдоминопластика
• абсентеизм
• абсолютизация
• абсорбент
• абстракционизм
• абстракционист
• аваль
• аванзал
• аварийщик
• автаркия
• авуары
• агитпункт
• агностик
• адвентист
• адгезия
• аджика
• адсорбент
• адъюнкт
• адъюнктура
• азовка
• азу
• айпад
• айран

• абсолютизировать
• адсорбировать
• акать
• активировать
• актировать
• алеть
• американизировать
• аннигилировать
• аннотировать
• анодировать
• аукаться
• бередить
• бинтовать
• бичевать
• блокироваться
• бодриться
• бряцать
• булькать
• буреть
• бутилировать
• вальсировать
• вбухивать 14



English dataset: WordNet versions
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Procedure of evaluation
• Ordering task, measures: MAP
• Systems have to find relatively precise place for adding 

orphans:  gold standard hypernym, or its hypernym
– There can be several hypernyms on each level
– Calculation of connectivity components
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Baseline approach
• Hypernyms of fastText nearest neighbours

– Represent each synset as a sum of its lemma 
embedings. 

– Get top k = 10 closest synsets the input word (~co-
hyponyms).

– Output 10 most frequent hypernyms of the “co-hyponymy 
synsets”.
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Baseline approach: wny it works?
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Two senses of the 
word “mouse”:

http://ltmaggie.informatik.uni-hamburg.de/jobimviz/



Baseline improvements
• Ranking. Ranking Extended Hypernyms List by Weighted Similarity

– Consdier hypernyms of hypernyms as well to pull in more 
candidates 

– We assume that the most frequent and the most similarcandidates
are the true hypernyms of the wo

– Count the most frequent synset and rank

• Wiki. Features Extracted from Wiktionary
– the candidate is present in the Wiktionary hypernyms list for the 

input word (binary feature)
– the candidate is present in the Wiktionary synonyms list (binary 

feature)
– the candidate is present in the Wiktionary definition (binary feature)
– average cosine similarity between the candidate and the Wiktionary 

hypernyms of the input word
– Supervised combination of all features using logistic regression. 19



The best approach (Yuriy)

• Candidates were ranked by a linear model with 
handcrafted weights. The list of features includes:
– top 10 similar words from WordNet, their hypernyms 

and hypernyms of hypernyms;
– hypernyms or hypernyms of hypernyms  on Wiktionary 

page;
– “en-ru” translation of WordNet hypernyms of “ru-en” 

translation of the word (extracted with Yandex Machine 
Translation model);

– candidate is in the word definition in the Wiktionary 
page;

– candidate is in the Yandex or Google  search result 
pages. 20



Evaluation results: 
WordNet and RuWordNet
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Evaluation results: 
different word categories
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Comparison of predictions with
gold standard
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Manual evaluation result
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Why BERT did not help here: 
Analyzing the number of senses
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Error types
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Error types
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Conclusion
• Taxonomy Enrichment task:

– Add new words to existing lexical-semantic resource 
RuWordNet and WordNet.

– Diachronic

• The participants used various types of information
– Embeddings (word2vec, fasttext, BERT)
– Electronic lexicons
– Search engines representation pages

• A prominent direction for future work
– Integration of graph embeddings of the taxonomy with the

distributional information
– Application for construction of taxonomies 28



Graph representations for
taxonomy enrichment

29

• Link Prediction Using GCN Autoencoder:
1. Use the graph autoencoder model (Kipf and Welling, 2016).
2. FastText embeddings as features, relations for ego network.
3. Get its vector representation from the encoder.
4. Predict the probability of the link between the new node and all 

other nodes in the graph. 
5. The top-10 synsets from the existing taxonomy are used.

Nikishina, I., Logacheva, V., Panchenko, A., and Loukashevich N. (2021): Exploring Graph-based 
Representations for Taxonomy Enrichment. Global WordNet Conference. Pretoria. South Africa



Graph representations for
taxonomy enrichment
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